Blind Deconvolution of DS-CDMA Signals by Means of Decomposition in Rank-(1, L, L) Terms

Lieven De Lathauwer, Senior Member, IEEE, and Alexandre de Baynast, Member, IEEE

Abstract—In this paper we present a powerful technique for the blind extraction of Direct-Sequence Code-Division Multiple Access (DS-CDMA) signals from convolutive mixtures received by an antenna array. The technique is based on a generalization of the Canonical or Parallel Factor Decomposition (CANDICOI/COMP/PARAFAC) in multilinear algebra. We present a bound on the number of users under which blind separation and deconvolution is guaranteed. The solution is computed by means of an Alternating Least Squares (ALS) algorithm. The excellent performance is illustrated by means of a number of simulations. We include an explicit expression of the Cramér-Rao Bound (CRB) of the transmitted symbols.
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I. INTRODUCTION

In this paper we present a new algebraic technique for the blind extraction of Direct-Sequence Code-Division Multiple Access (DS-CDMA) signals from convolutive mixtures received by an antenna array. The convolutive mixtures observed at each array element result from the superposition of all user’s signals after propagation through transmission channels with memory. We tackle the problem by means of multilinear algebraic tools. Multilinear algebra is the algebra of higher-order tensors, which are quantities of which the elements are addressed by more than two indices; as such, higher-order tensors are the multi-way generalization of vectors (first order) and matrices (second order). Our approach more specifically fits in the framework of Canonical Decomposition (CANDICOI/COMP) or Parallel Factor analysis (PARAFAC), which is a fundamental concept in multilinear algebra [5], [12], [13], [14], [16], [33]. We will use the abbreviation CP to denote CANDICOI/COMP/PARAFAC.

Our technique is a generalization of the work of Sidiropoulos et al., who were the first to adopt a multilinear algebraic point of view w.r.t. CDMA data [28]. They showed that, if there is no Inter-Symbol-Interference (ISI), the data received by the antenna array can be stacked in a third-order tensor that can be decomposed in a sum of third-order rank-1 terms, where each term corresponds to the signal transmitted by one user. (A higher-order rank-1 term is defined as the outer product of a number of vectors. For a third-order tensor A and 3 vectors U, V and W, this means that \( a_{ijk} = u_i v_j w_k \) for all values of the indices, which will be written as \( A = U \circ V \circ W \).) This technique can be used in the case of small delay spread.

The case with large delay spread, in which there is ISI, was considered in [31]. The solution proposed in [31] consists of two stages: (i) separate the users by exploiting partial uniqueness of the so-called Parallel Factor model with Linear Dependencies (PARALIND) [4], and (ii) recover the sequence transmitted by each user by Single-Input Multiple-Output (SIMO) deconvolution of a Finite Impulse Response (FIR) filter [19], [21], [42].

In this paper we treat the case with ISI by means of the concept of Block Term Decompositions (BTD), which we have recently introduced [8], [9], [10]. The decomposition that we will use in this paper is, contrary to CP, not a sum of outer products of three vectors, but a sum of outer products of a vector and a matrix, which itself results from the (inner) product of two matrices. Essential uniqueness of this decomposition can be demonstrated under conditions that are more relaxed than the ones that have so far been obtained for PARALIND. Our model has the peculiarity that one of the two matrices in each product has a Toeplitz structure. This structure will be exploited in the computations. We mention that in [31] the Toeplitz structure is only taken into account in the second stage of the algorithm.

Fig. 1 schematically represents the DS-CDMA system under consideration. Each symbol of a given user is multiplied by that user’s spreading sequence. After transmission the signals are captured on an array of antennas.

We work under the same assumptions as in [31]. We assume that the spreading gain is known or has been estimated. Also the number of active users is assumed to be known. For simplicity we assume throughout the paper that the co-channel and adjacent-channel interferences are small and can be considered as additive Gaussian noise. (If needed, the procedure to be presented in this paper could be repeated for different user numbers and the most plausible value retained. This is the standard procedure for CP, of which our approach is a generalization. Several techniques have been developed for the estimation of the number of components in CP [2], [3]. These can probably be generalized to BTD. The generalization of...
is outside the scope of this paper. If the number of users is bounded as in [31], it can be estimated as the number of different generalized eigenvalues of a matrix pencil. See the discussion of the EVD-based solution in Section IV.) The signals are assumed to be synchronized at the symbol-level and the transmission channels are time-invariant over the measurement interval. Next, we assume that multipath reflections only take place in the far field of the receive antenna array. This implies that, for each user, the multipath/delay level and the transmission channels are time-invariant over the discussion of the EVD-based solution in Section IV.)

user’s wireless channels is known. Our technique has the same that an upper-bound of the maximum delay spread over all fading / antenna response factor [39]. Finally, we assume that an upper-bound of the maximum delay spread over all user’s wireless channels is known. Our technique has the same conceptual advantages as the ISI-free technique [28]:

- Because the (deterministic) algebraic structure of the data is exploited, the method works also for small sample sizes. Hence, the technique can be used in the case of block fading / antenna response factor [39]. Finally, we assume that an upper-bound of the maximum delay spread over all user’s wireless channels is known. Our technique has the same conceptual advantages as the ISI-free technique [28]:

- The spreading codes need not be orthogonal and their knowledge is not required.

- No information is required regarding the multipath characteristics. The antennas do not have to be calibrated.

- The transmitted signals do not have to be Constant Modulus (CM) and the modulation does not have to be known.

- The transmitted signals need not be statistically independent nor uncorrelated (from a conceptual algebraic point of view). Of course, in practice, if signals are highly correlated, this may badly affect the conditioning of the problem and worsen the performance (slower convergence speed and higher Bit Error Rate (BER)).

The paper is organized as follows. In the next Section we summarize the result obtained in [28]. In Section III we briefly state the central multilinear algebraic theorem on which our technique is based. For more details the interested reader is referred to [8], [9], [10]. Section IV explains how this result can be applied to the problem at hand. Section V illustrates the technique by means of some simulations. Section VI is the conclusion. In the Appendix we determine the Cramér-Rao Bound (CRB) for the blind deconvolution problem.

Notation. The Kronecker product is denoted by ⊗. The Moore-Penrose pseudo-inverse is denoted by (·)†. For \( X = [X_1 \ldots X_N] \in \mathbb{C}^{M \times N} \), we define

\[
\text{vec}(X) \, \text{def} = \begin{bmatrix}
X_1 \\
\vdots \\
X_N
\end{bmatrix}.
\]

We sometimes use the MATLAB colon notation. \((A)_{i,:}\) and \((A)_{:,j}\) denote the \(i\)th row and the \(j\)th column of a matrix \(A\), respectively. The \(i\)th \((J \times K)\) slice of a tensor \(A \in \mathbb{C}^{I \times J \times K}\) is denoted by \((A)_{i,:,:}\."

II. CP APPROACH IN THE ABSENCE OF ISI

Let us start from the following noiseless / memoryless data model for multiuser DS-CDMA:

\[
y_{ijk} = \sum_{r=1}^{R} a_{ir} c_{jr} s_{kr},
\]

in which \(y_{ijk}\) is the output of the \(i\)th antenna for chip \(j\) and symbol \(k\) \((1 \leq i \leq I, 1 \leq j \leq J', 1 \leq k \leq K,\) with \(I\) the number of antennas, \(J'\) the code length and \(K\) the number of transmitted symbols), \(a_{ir}\) is the fading / gain between user \(r\) and antenna element \(i\), \(c_{jr}\) is the \(j\)th chip of the spreading sequence of user \(r\) and \(s_{kr}\) is the \(k\)th symbol transmitted by user \(r\). Now let us assume that there is Inter-Chip-Interference (ICI) over at most \(L'\) chips. For any user, the length of the impulse response of the multipath channel is at most \(L'\) (at the chip rate). As proposed in [26] (see further), we add \(L'\) trailing zeros at the end of each spreading code. This makes that, at the receive antenna array, the signal related to a symbol \(s_{kr}\) has died out before the signal related to the following symbol \(s_{k+1,r}\) arrives. In other words, due to the adding of a sufficient number of trailing zeros, there is no ISI. We have now the following data model:

\[
y_{ijk} = \sum_{r=1}^{R} a_{ir} h_{jr} s_{kr}.
\]
In this equation, $h_{jr}$, for varying $j$ and fixed $r$, is the result of convolving the spreading sequence of user $r$ with the impulse response of its propagation channel. Here we suppose that $1 \leq j \leq J = J' + L'$. Equation (2) can be written in a tensor format as:

$$
Y = \sum_{r=1}^{R} A_r \circ H_r \circ S_r,
$$

where $Y \in \mathbb{C}^{I \times J \times K}$, $A_r \in \mathbb{C}^I$, $H_r \in \mathbb{C}^J$ and $S_r \in \mathbb{C}^K$. The symbol $\circ$ denotes the tensor outer product. Equation (3) is a decomposition of $Y$ in rank-1 terms. This is a CP model [5], [12], [13], [14], [16], [33]. This multilinear point of view w.r.t. channels. This is feasible when the maximal delay spread is small compared to the spreading gain. However, assume for instance that the propagation channel is of length $L' = 2J'$, which means that there is ISI over 3 symbols. In this case 2$J'$ zeros have to be added per $J'$ transmitted chips, and 67% of the received signal is discarded. In our approach we will not introduce superfluous zeros but exploit the algebraic structure of the convolved signal. The price that has to be paid is a moderate decrease of the maximum number of users that can be allowed. The new technique will be explained in Section IV. First we will briefly sketch the necessary multilinear algebraic background.

### III. THE DECOMPOSITION IN RANK-(1, $L$, $L$) TERMS

Let us first introduce some basic definitions. Column and row vectors in matrix algebra are generalized to $n$-mode vectors in multilinear algebra (a column vector being a 1-mode vector and a row vector being a 2-mode vector). An $n$-mode vector of an $(I_1 \times I_2 \times I_3)$-tensor $A$ is formally defined as an $I_n$-dimensional vector obtained from $A$ by varying the index $i_n$ and keeping the other indices fixed. The $n$-rank of a higher-order tensor is the obvious generalization of the column (row) rank of matrices: it equals the dimension of the vector space spanned by the $n$-mode vectors. An important difference with the rank of matrices, is that the different $n$-ranks of a higher-order tensor are not necessarily the same. A tensor of which the 1-mode rank is equal to $R_1$, the 2-mode rank equal to $R_2$ and the 3-mode rank equal to $R_3$ is called a rank-$(1, R_2, R_3)$ tensor. A rank-$(1, 1, 1)$ tensor is briefly called a rank-1 tensor; as mentioned before, it is equal to the outer product of three vectors.

Using these concepts and terminology, we have the following definition [9].

**Definition 2**: A decomposition of a tensor $T \in \mathbb{C}^{I \times J \times K}$ in a sum of rank-$(1, L, L)$ terms is a decomposition of $T$ of the form

$$
T = \sum_{r=1}^{R} A_r \circ E_r,
$$

i.e.,

$$
t_{ijk} = \sum_{r=1}^{R} (A_r)_{i} (E_r)_{jk}, \quad \forall i, j, k,
$$

in which the $(J \times K)$ matrices $E_r$ are rank-$L$.

If we factorize $E_r$ as $B_r \cdot C_r^T$, in which the $(J \times L)$ matrix $B_r$ and the $(K \times L)$ matrix $C_r$ are rank-$L$, $r = 1, \ldots, R$, then we can write (7) as

$$
T = \sum_{r=1}^{R} A_r \circ (B_r \cdot C_r^T).
$$
Note that the mode-1, mode-2 and mode-3 rank of each term are indeed equal to 1, L, and L, respectively: the mode-1 vectors are proportional to \( A_r \), the vector space generated by the mode-2 vectors of the \( r \)-th term is the column space of \( B_r \), and the vector space generated by the mode-3 vectors is the column space of \( C_r \). Decomposition (8) generalizes CP in the sense that, in CP, we have \( L = 1 \).

It is clear that in (8) one can arbitrarily permute the different rank-\((1, L, L)\) terms. Also, one can postmultiply \( B_r \) by any nonsingular \((L \times L)\) matrix \( F_r \), provided \( C_r^T \) is premultiplied by the inverse of \( F_r \). Moreover, the factors of a given rank-\((1, L, L)\) term may be arbitrarily scaled, as long as their product remains the same. We call the decomposition essentially unique when it is only subject to these trivial indeterminacies.

Define \( A = [A_1 \ldots A_L] \), \( B = [B_1 \ldots B_R] \) and \( C = [C_1 \ldots C_R] \). Next, let us introduce the following generalization of the \( k \)-rank.

**Definition 3:** The \( k' \)-rank \( k'(B) \) of a partitioned matrix \( B = [B_1 \ldots B_R] \) is the maximal number such that the columns of any set of \( k' \) submatrices of \( B \) are linearly independent.

We now have the following uniqueness theorem.

**Theorem 1 (9):** Consider the decomposition in rank-\((1, L, L)\) terms (8). This decomposition is unique, up to the trivial indeterminacies specified above, if

\[
JK \geq R \quad \text{and} \quad k(A) + k'(B) + k'(C) \geq 2(R + 1). \quad (9)
\]

This condition generalizes (4) to the decomposition in rank-\((1, L, L)\) terms. The proof in [8],[9] actually only holds under the condition that the entries of \( A, H \) and \( S \) are drawn from continuous probability densities. Furthermore, we assumed that in an alternative decomposition, represented by \( \bar{A}, \bar{H} \) and \( \bar{S} \), \( k'_{\bar{H}} \) and \( k'_{\bar{S}} \) are maximal under the given dimensionality constraints. In practice, these constraints are of no importance to the application studied in this paper.

IV. GENERALIZED CP APPROACH IN THE PRESENCE OF ISI

**A. Data model**

We consider the transmission of \( \bar{K} \) symbols. We assume that there is ICI over at most \( L' \) chips. Let \( L = \left\lceil \frac{1}{L'} \right\rceil \) be the maximum channel length at the symbol rate, meaning that interference is occurring over maximally \( L \) symbols. The coefficients resulting from the convolution between the channel impulse response and the spreading sequence of the \( r \)-th user are collected in a vector \( H_r \) of size \( JL \). More specifically, \( (H_r)_{j+(l-1)J} \) is the coefficient of the overall impulse response corresponding to the \( j \)-th chip and the \( l \)-th symbol. If the total number of coefficients is less than \( JL \), the remaining entries are set to zero. We denote by \( x^{(r)}_{jk} \) the \( j \)-th chip of the \( k \)-th symbol period of the signal of the \( r \)-th user upon arrival at the antenna array. Denoting the \( k \)-th symbol transmitted by the \( r \)-th user by \( s_{k,r} \), as before, we have:

\[
x^{(r)}_{jk} = \sum_{l=0}^{L-1} (H_r)_{j+(l-1)J} s_{k-l,r}, \quad (10)
\]

where \( s_{k-l,r} \) is taken equal to zero if \( k-l \leq 0 \) or \( k-l > \bar{K} \). Let \( a_{ir} \) be the response of the \( i \)-th antenna to the signal of the \( r \)-th user, where we assume that the path loss is combined with the antenna gain. The \( j \)-th chip of the \( k \)-th symbol period of the overall signal received by the \( i \)-th antenna array can now be written as:

\[
y_{ijk} = \sum_{r=1}^{R} a_{ir} x^{(r)}_{jk} = \sum_{r=1}^{R} a_{ir} \sum_{l=0}^{L-1} (H_r)_{j+(l-1)J} s_{k-l,r}. \quad (11)
\]

Let \( H_r \in \mathbb{C}^{J \times L} \) be a matrix in which the coefficients of \( H_r \) are stacked per column: \( (H_r)_{j,l} = (H_r)_{j+(l-1)J} \), \( r = 1, \ldots, R \). Then our data model is as follows:

\[
y_{ijk} = \sum_{r=1}^{R} a_{ir} \sum_{l=0}^{L-1} (H_r)_{j,l} s_{k-l,r}, \quad (12)
\]

\( 1 \leq i \leq I, \quad 1 \leq j \leq J, \quad 1 \leq k \leq K = \bar{K} + L - 1 \).

Equation (12) can be written in a tensor format as

\[
\mathcal{Y} = \sum_{r=1}^{R} A_r \circ (H_r \cdot S_r^T), \quad (13)
\]

in which \( S_r^T \in \mathbb{C}^{L \times K} \) is a Toeplitz matrix of which the first row consists of the \( \bar{K} \) subsequent symbols transmitted by user \( r \), followed by \( L - 1 \) zeros. Equation (13) is not an expansion in rank-1 terms, but a decomposition in rank-\((1, L, L)\) terms, i.e., each term consists of the outer product of a vector and a rank-\(L\) matrix. The decomposition is visualized in Fig. 2.

**B. Uniqueness**

Define \( A = [A_1 \ldots A_R] \in \mathbb{C}^{I \times R}, \quad H = [H_1 \ldots H_R] \in \mathbb{C}^{J \times LR}, \quad S = [S_1 \ldots S_R] \in \mathbb{C}^{K \times LR} \). According to Section III, decomposition (13) is essentially unique if

\[
JK \geq R \quad \text{and} \quad k(A) + k'(H) + k'(S) \geq 2(R + 1). \quad (14)
\]

The first inequality is always satisfied in practice (recall that \( K \) is lower-bounded by the number of transmitted symbols). Because of user-independent fading and multipath we may in practice also assume that \( A \) is full \( k \)-rank and \( H \) full \( k' \)-rank. By persistence of excitation of the transmitted signals we may further assume that \( S \) is also full \( k' \)-rank. (This becomes increasingly likely as \( K \) increases.) Hence, in practice (14) amounts to

\[
\min(I,R) + \min\left( \left\lceil \frac{J}{L} \right\rceil , R \right) + \min\left( \left\lceil \frac{K}{L} \right\rceil , R \right) \geq 2(R + 1). \quad (15)
\]

This equation should be seen as a bound on the number of users that can simultaneously be processed. The condition is sufficient but not always necessary. (In [22] uniqueness is demonstrated for scenarios that do not satisfy condition (15).)

The structure of decomposition (13) allows for fewer indeterminacies than the general decomposition in rank-\((L, L, 1)\) terms. According to the general theory of Section III, a term of the form \( A_r \circ (H_r \cdot S_r^T) \) remains unchanged when (i) \( A_r \) is multiplied with a scalar, provided \( H_r \cdot S_r^T \) is multiplied with the inverse scalar, and (ii) \( H_r \) is multiplied from the right with a nonsingular matrix \( X \), provided \( S_r^T \) is multiplied from the left with \( X^{-1} \). In our application however, the latter multiplication with \( X^{-1} \) would destroy the Toeplitz structure.
of $S_r^{T1}$. Hence, we have that model (13) is unique up to (i) the order of the terms and (ii) a rescaling of the factors $A_r$, $H_r$ and $S_r$ in each term, provided the scaling factors compensate each other. These are the same indeterminacies as for the ordinary CP model. We conclude that the symbols transmitted by the different users may be found up to a scaling factor from the computation of decomposition (13).

C. Algorithm

For the computation of the components in decomposition (13) we follow an ALS approach. Note that the structure of (13) is such that, after fixing two of the sets $\{A_r\}$, $\{H_r\}$, $\{S_r\}$, a conditional update of the third set is a classical linear least-squares problem, like in the case of the ordinary CP model. In our algorithm we will take the block-Toeplitz structure of matrix $S$ into account.

We will now derive explicit expressions for the conditional updates. Consider the noisy version of (13):

$$Y = \sum_{r=1}^{R} A_r \circ (H_r \cdot S_r^T) + N,$$

in which $N$ is a noise term.

First, let us consider the conditional update of $A$, given $H$ and $S$. By “slicing” $Y$ along the dimension corresponding to $i$ (see Fig. 2), we obtain:

$$Y_{i,:} = \sum_{r=1}^{R} a_{ir} H_r \cdot S_r^T + N_{i,:},$$

(17)

in which $1 \leq i \leq I$. Equation (17) is equivalent to

$$\text{vec}(Y_{i,:}) = [\text{vec}(H_1 \cdot S_1^T) \ldots \text{vec}(H_R \cdot S_R^T)] \text{vec}(A_{i,:}) + \text{vec}(N_{i,:}).$$

This will be written as

$$Y_{1,i} = M(H,S) \cdot (A^T)_{i,:} + N_{1,i},$$

(18)

This equation is used for a conditional update of $A$.

Next, let us consider the conditional update of $H$, given $A$ and $S$. By slicing $Y$ along the dimension corresponding to $j$ (see Fig. 2), we obtain

$$Y_{:,j} = \sum_{r=1}^{R} y_{i,j} A_r (H_r \cdot S_r^T) + N_{:,j},$$

$$= \sum_{r=1}^{R} a_{ir} (H_r \cdot S_r^T) + n_{i,j}.$$ 

Stacking these equations for all values of $i$, we obtain

$$Y_{2,j} = M(A,S) \cdot (H^T)_{:,j} + N_{2,j},$$

(19)

Finally, let us consider the conditional update of $S$, given $A$ and $H$. Define the matrix $\tilde{S} \in \mathbb{C}^{K \times R}$ that contains the symbols transmitted by the different users. Also define $T(H_r)$ as a $(J \times K)$ block Toeplitz matrix containing $(J \times 1)$ blocks. The first column of $T(H_r)$ is equal to vec$(H_r)$, followed by zeros and its first row consists of $(H_r)_{11}$, followed by zeros. We have that vec$(H_r \cdot S_r^T) = T(H_r) \cdot \text{vec}(\tilde{S}_{r,:})$. Equation (17) can now be written as

$$\text{vec}(Y_{i,:}) = \sum_{r=1}^{R} a_{ir} T(H_r) \text{vec}(\tilde{S}_{r,:}) + \text{vec}(N_{i,:}).$$

(20)

Stacking these equations for all values of $i$, we obtain

$$Y_{1,1} = M(A,S) \cdot \text{vec}(S) + N_{1,1}.$$ 

This equation is written as

$$Y = M(A,H) \cdot S + N.$$ 

(21)
namely \( R \leq \min(K, J)/L \), then the iteration can be initialized with the noise-free solution. Let \( E \in \mathbb{R}^L \) be a vector of which all the entries are equal to 1. In the noise-free case, we have from (17):

\[
Y_{i,r,\cdot} = H \cdot \text{diag}(\text{vec}(A_{i,r}) \otimes E) \cdot S^T, \quad (22)
\]

From these equations follows that the column spaces of \( \{H_r\} \) are invariant subspaces of \( Y_{i,r,\cdot} \cdot Y_{i,r,\cdot}^\dagger \) and may hence be determined by means of an Eigenvalue Decomposition (EVD). The matrices \( \{S_r\} \) follow, up to right multiplication by nonsingular matrices \( X_r \in \mathbb{C}^{L \times L} \), from (22) or (23). These indeterminacies may be reduced to the inherent scaling ambiguities by imposing the Toeplitz structure of \( \{S_r\} \). This corresponds in fact to the identification of \( R \) FIR filters from SIMO measurements [21], [32], [42]. By substituting the results back in (22) or (23), the matrices \( \{H_r\} \) may be obtained up to a scaling factor as the solution of a set of linear equations. Finally, \( A \) may be calculated by solving (13) as a set of linear equations, given \( \{H_r\} \) and \( \{S_r\} \). This technique generalizes the procedure for the ordinary CP problem proposed in [18]. In [31] such a technique was for the first time proposed for W-CDMA with large delay spread. We refer to this paper for a detailed description of an EVD-based solution.

An outline of our algorithm is given in Table I. In substeps 1 and 3, respectively, the symbol sequences and the columns of \( A \) are normalized. This is to avoid arithmetic under- and overflow. Without the normalization, it could for instance happen that \( |S_r^{(l)}| \) tends to infinity while \( |A_r^{(l)}| \) tends to zero. The ALS algorithm monotonically decreases the cost function

\[
f(A, H, S) = \|Y - \sum_{r=1}^{R} A_r \circ (H_r \cdot S_r^T)\|^2_F. \quad (24)
\]

The algorithm converges to at least a local optimum (or, in odd cases, a saddle point) of the cost function. To increase the chance of finding the global optimum, one may run the algorithm a number of times, starting from different initial values.

Equations (25), (26) and (27) explicitly formulate the solution of overdetermined sets of linear equations. These can be solved by means of \( O(IJK(KR)^2) \), \( O(IJK(LR)^2) \) and \( O(IJKR^2) \) flops, respectively [11].

### V. Simulations

In this section, we illustrate the performance of our algorithm by means of some Monte-Carlo simulations. We compare against the probability of error based on the Cramér-Rao Bound CRB for the estimated symbols \( s_{kr} \). Whereas this probability of error is not, strictly speaking, a lower bound on the BER for blind detection, it provides a simple and useful benchmark. The CRB of the transmitted symbols \( s_{kr} \) is derived in Appendix. We also compare our algorithm to the non-blind Least-Squares (LS) receiver. In contrast to our algorithm, the LS receiver assumes perfect knowledge of channel fading coefficients, antenna gains and spreading codes. Its performance can usually not be reached, but it is often used as a benchmark for blind algorithms [28], [39]. The LS solution for the symbol estimates is

\[
S_{lk} = M(A, H)^\dagger \cdot Y, \quad (28)
\]

in which perfect knowledge of \( A \) and \( H \) is assumed, as opposed to the ALS updating in (25).

For each Monte Carlo run, the channel fading coefficients, the antenna gains and the spreading sequences are redrawn from an i.i.d. complex Gaussian generator with zero mean and unit variance. The results are averaged over all users and all runs. The noise is zero-mean white (in all dimensions) Gaussian, with variance \( \sigma \) for all antennas. The observed sensor is given by \( Y_{obs} = Y + N \), where \( Y \) is the noise-free sensor that contains the data to be estimated and \( N \) represents the noise. The Signal-to-Noise Ratio (SNR) at the input of the multiuser receiver is defined as:

\[
\text{SNR} = 10 \log_{10} \left( \frac{\|Y\|^2}{\|N\|^2} \right) \defeq 10 \log_{10} \left( \frac{\sum_{ijk} |y_{ijk}|^2}{\sum_{ijkl} |n_{ijkl}|^2} \right) \text{[dB]}.
\]

In the first experiment, we compare our algorithm to the PARALIND-based algorithm of [31], in two scenarios where the latter can be used. The transmitted signals are of the BPSK-type, taking values in \( \pm 1 \). There are two receive antennas \( I = 2 \). The spreading gain \( J = 16 \). All users transmit \( K = 50 \) symbols. The delay spread \( L = 2 \) symbols. The parameter \( \epsilon \) in Alg. 1 was set equal to \( 1e-4 \) and at most 1000 iterations were carried out. In each run, the algorithm started from a single random initialization. The obtained BERs are shown in Figs. 3 and 4, for \( R = 4 \) and \( R = 6 \) users, respectively. The number of Monte-Carlo trials is equal to 1000 and 125 for Figs. 3 and 4, respectively.

We see that algorithm given in Table I was more accurate than the algorithm of [31]. The reason is that the Toeplitz
structure of matrix $S$ is exploited from the beginning of the iteration, and not just in the second stage of the algorithm as in [31]. On the other hand, the PARALIND-based algorithm is much cheaper than Alg. 1. It essentially involves the EVD of an $(RL \times RL)$ matrix. Recall that the computational complexity of Alg. 1 was discussed in Section IV-C. To save computations, Alg. 1 could be initialized with the result of the PARALIND-based algorithm.

In the following experiment, we test Alg. 1 in a scenario where the conditions of [31] are not satisfied. The transmitted signals are of the QPSK-type, taking values in $\pm 1/\sqrt{2} \pm i/\sqrt{2}$. The number of users $R = 4$. The number of Monte-Carlo trials is equal to 500. There are four receive antennas ($I = 4$). The spreading gain $J = 9$. All users transmit $K = 50$ symbols. The delay spread $L = 3$ symbols. The parameter $\epsilon$ in Alg. 1 was set equal to $1e-6$ and at most 5000 iterations were carried out. In each run, the algorithm started from twenty random initializations. Assuming that the matrix $A$ is full $k$-rank and that the matrices $H$ and $S$ are full $k'$-rank, the identifiability condition (14) is satisfied: $k(A) + k'(H) + k'(S) = 4 + [9/3] + 4 = 11 \geq 2(R+1) = 10$.

The obtained BER is shown in Fig. 5. For SNR $\geq 18$ dB the estimation was perfect. Although this problem was difficult (the matrix $H$ has more columns than rows), the BER curve is quite close to the CRB.

VI. Conclusion

We have derived a new algebraic algorithm for the blind separation-deconvolution of DS-CDMA signals received on an antenna array. The technique exploits the specific structure of the decomposition in rank-$(1, L, L)$ terms that underlies the data. For zero-mean white Gaussian noise the algorithm implements a maximum likelihood estimator. We have shown that the performance is quite close to the CRB over a broad SNR range. We have presented a bound on the number of users that guarantees unambiguous reconstruction of the CDMA sources. Current work includes relaxation of this bound.

The technique works well for small sample sizes. Neither DOA calibration information nor prior knowledge w.r.t. the multipath characteristics are required. The spreading codes need not be known and are allowed to be non-orthogonal. Besides the fact that they are of the CDMA-type, no information on the sources (such as FA, CM, statistical independence, whiteness, ...) is required. The same approach can be followed in other applications, such as the problems discussed in [27], [29], [30], [39].
APPENDIX I
CRAMÉR-RAO BOUND

In this section we calculate the CRB [34] of the transmitted symbols before detection. The derivation is similar to the ISI-free case [20]. The main difference resides in that we take into account the Toeplitz structure of the symbol matrix \(S\). We make the following standard assumptions. (i) The symbols are independent and identically distributed (i.i.d.) and uncorrelated for different users. There is no correlation between the real and imaginary part. (ii) The noise is zero-mean Gaussian with standard deviation equal to \(\sigma\). The noise samples are i.i.d. in \(i, j, k\).

A delicate point in the calculation of the CRB is the permutation and scale ambiguity in decomposition (13). We may get rid of the scale ambiguity by assuming that the entries on the first row of \(A\) and \(S\) are equal to one. Further we assume that the upper left entries of the channel matrices \(H_r, 1 \leq r \leq R\), are distinct and that \(R-1\) of them are known. By the latter assumption, some information that is unknown to the algorithm is incorporated in the bound, which makes it somewhat harder to reach; however, this extra information allows us to resolve the permutation ambiguity. For notational convenience, we also assume that the noise variance is known, as in [20]. In this way, the number of unknown complex parameters is \(R(I + JL + K - 3) + 1\).

Define a vector \(\hat{H}_{1,:}\) of size \((R(L - 1) + 1) \times 1\) by stacking the unknown parts of the first rows of \(H_r, 1 \leq r \leq R\). Also define a vector \(\bar{S}\) of size \(R(K-1) \times 1\) resulting from the vectorization of matrix \(S\) after dropping the first row. Let \(P = R(I + JL + K - 3) + 1\). Define the \((1 \times 2P)\) complex parameter vector

\[ \Theta = (S^T, A_{2,:}, \ldots, A_{L,:}, \tilde{H}_{1,:}, \ldots, H_{2,:}, \ldots, H_{J,:}, \bar{S}^H, A_{2,:}^*, \ldots, A_{L,:}^*, \tilde{H}_{1,:}^*, \ldots, H_{2,:}^*, \ldots, H_{J,:}^*). \]

Using (18), (19) and (21), the log-likelihood function \(L\) [40] can be written in three equivalent ways:

\[
L(\Theta) = c - \frac{1}{\sigma^2} \|Y - M(A, H) \cdot S\|^2, \tag{29}
\]

\[
c = \frac{1}{\sigma^2} \sum_{i=1}^{J} \|Y_{1,i} - M(H, S) \cdot (A^T)_{:,i}\|^2, \tag{30}
\]

\[
c = \frac{1}{\sigma^2} \sum_{j=1}^{J} \|Y_{1,j} - M(A, S) \cdot (H^T)_{:,j}\|^2, \tag{31}
\]

with \(c = -IJK \log(\pi \sigma^2)\). The Fisher Information Matrix \(F\) [34] is given by

\[
F = \mathbb{E} \left\{ \left( \nabla_{\Theta} L(\Theta) \right)^H \cdot \left( \nabla_{\Theta} L(\Theta) \right) \right\},
\]

in which \(\mathbb{E}\{\cdot\}\) denotes the expectation. Because the noise is circular, \(F\) takes the form

\[
F = \begin{bmatrix}
\Phi & 0 \\
0 & \Phi^*
\end{bmatrix},
\]

in which the \((P \times P)\) Hermitian matrix \(\Phi\) is given by

\[
\Phi = \begin{bmatrix}
\mathbb{E} \left\{ \nabla_S L \cdot \nabla_S^T L \right\} & \mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{(AH)^T} L \right\} \\
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_A L \right\} & \mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_H L \right\} & \mathbb{E} \left\{ \nabla_S L \cdot \nabla_{H^T} L \right\} & \ldots & \mathbb{E} \left\{ \nabla_S L \cdot \nabla_{H_{J,:}} L \right\} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{A_{2,:}} L \right\} & \ldots & \mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{H_{J,:}} L \right\} & \mathbb{E} \left\{ \nabla_S L \cdot \nabla_{H_{J,:}} L \right\} \\
\end{bmatrix}
\tag{32}
\]

Using (29–31), it can be shown that the elements of the upper triangular part of \(\Phi\) can be computed as

\[
\mathbb{E} \left\{ \nabla_S L \cdot \nabla_S^T L \right\} = \frac{1}{\sigma^2} M'((A, H)^T) M'((A, H)^T)^T,
\]

\[
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{AH} L \right\} = \frac{1}{\sigma^2} M'((H, S) T \cdot \delta_{i'i'}, \quad 2 \leq i \leq i' \leq I,
\]

\[
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{H_{J,:}} L \right\} = \frac{1}{\sigma^2} M'((A, S)^T) M'((A, S)^T),
\]

\[
\mathbb{E} \left\{ \nabla_S L \cdot \nabla_{A_{i,:}} L \right\} = \frac{1}{\sigma^2} M'((A, H)^T),
\]

\[
\mathbb{E} \left\{ N^* \cdot N_{1,i}^T \right\} = \frac{1}{\sigma^2} M'((H, S)^T), \quad 2 \leq i \leq I,
\]

\[
\mathbb{E} \left\{ \nabla_S L \cdot \nabla_{H_{J,:}} L \right\} = \frac{1}{\sigma^2} M'((A, S)^T),
\]

\[
\mathbb{E} \left\{ N^* \cdot N_{2,j}^T \right\} = \frac{1}{\sigma^2} M'((A, S)^T), \quad 2 \leq j \leq J,
\]

\[
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{H_{1,:}} L \right\} = \frac{1}{\sigma^2} M'((H, S)^T),
\]

\[
\mathbb{E} \left\{ N^* \cdot N_{1,i}^T \right\} = \frac{1}{\sigma^2} M'((A, S)^T), \quad 2 \leq i \leq I,
\]

\[
\mathbb{E} \left\{ \nabla_{(AH)^T} L \cdot \nabla_{H_{J,:}} L \right\} = \frac{1}{\sigma^2} M'((H, S)^T),
\]

\[
\mathbb{E} \left\{ N^* \cdot N_{2,j}^T \right\} = \frac{1}{\sigma^2} M'((A, S)^T), \quad 2 \leq j \leq J,
\]

where \(M'((A, H))\) results from \(M(A, H)\) by dropping the rows with row number \((r - 1)K + 1, 1 \leq r \leq R\), and where \(M'((H, S))\) (resp. \(M'((A, S))\) results from \(M(H, S)\) (resp. \(M(A, S)\)) by dropping the first row. The covariance matrix of \(N\) and \(N_{1,i}\), \(2 \leq i \leq I\), is given by

\[
E \left\{ N^* \cdot N_{1,i}^T \right\} = \sigma^2 \begin{bmatrix}
0_{JK(1-i) \times JK} & I_{JK \times JK} \\
I_{JK \times JK} & 0_{JK(i-1) \times JK}
\end{bmatrix}.
\]

The covariance matrices \(E \left\{ N^* \cdot N_{2,j}^T \right\}, 1 \leq j \leq J, \) and \(E \left\{ N_{1,i}^* \cdot N_{2,j}^T \right\}, 2 \leq i \leq I, 1 \leq j \leq J, \) can be obtained in a similar way.

Let the partitioning in (32) be represented by

\[
\Phi = \begin{bmatrix}
\Phi_{SS} & \Phi_{SH} & \Phi_{S1} \\
\Phi_{HS} & \Phi_{HH} & \Phi_{H1} \\
\Phi_{1S} & \Phi_{1H} & \Phi_{11}
\end{bmatrix}.
\]

The CRB on the variance of any unbiased estimator is proportional to the trace of the inverse of the Fisher Information Matrix [34]. In particular, denote the average CRB for the
estimated symbols $s_k$, $2 \leq k \leq K$, $1 \leq r \leq R$, over the whole frame as $\text{CRB}_s$. We have that the average variance of any unbiased estimator of the symbols is bounded below by

$$\text{CRB}_s = \frac{1}{R(K-1)} \text{tr} \left\{ \left( \Phi_2 \Phi^{-1} \Phi H \right)^{-1} \right\}. \tag{33}$$

This result follows directly from applying to $\Phi$ the lemma of the inverse of a partitioned Hermitian matrix [43]:

$$\begin{bmatrix} \Phi_2 & \Phi_1 \\ \Phi_1 H & \Phi_3 \end{bmatrix}^{-1} = \begin{bmatrix} \Phi_2 \Phi_3 \Phi_1 & -\Phi_1 \Phi H \Phi^{-1} \Phi_2 \\ -\Phi_1 \Phi H \Phi^{-1} \Phi_2 S & \Phi_3 \end{bmatrix},$$

with $\Phi_3 = (\Phi_2 \Phi_1 \Phi H \Phi_2)^{-1}$. We recall that the first symbol of each sequence is assumed to be known at the receiver in order to resolve the permutation ambiguity. Taking the average $\text{CRB}$ over the other $R(K-1)$ symbols, i.e., the average over the upper $R(K-1)$ diagonal elements of $\Phi^{-1}$, $\text{CRB}_s$ can be expressed as (33).

In practice, a lower bound on the BER is more useful than a lower bound on the variance of the estimated symbols. The derivation of the $\text{CRB}$ of the symbols after detection is involved because of the nonlinearity of the detection operator. Instead, we propose a simple benchmark based on $\text{CRB}_s$ (33). Assuming that the estimation errors of the symbols can be modeled as a zero-mean Gaussian random variable with variance greater than or equal to $\text{CRB}_s$, the corresponding probability of error for binary and quaternary signaling can be expressed as ([24, p. 268, (5.2-57)] for binary signaling and [24, p. 269, (5.2-59) and p. 271, (5.2-62)] for quaternary signaling):

$$p_{e, \text{CRB}} = \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{2 \text{CRB}_s}} \right) \text{ for binary signaling,}$$

$$\approx \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{2 \text{CRB}_s}} \right) \left[ 1 - \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{2 \text{CRB}_s}} \right) \right] \text{ for quaternary signaling,}$$

where erfc is the complementary error function [24, p. 38, (2.1-94)]. Whereas $p_{e, \text{CRB}}$ is, strictly speaking, not a lower bound on the probability of error for blind detection, the simulation results in Section V validate it as a useful benchmark.

REFERENCES


Lieven De Lathauwer (M’04, SM’06) was born in Aalst, Belgium, on November 10, 1969. He received the Master’s degree in electro-mechanical Engineering and the doctoral degree in applied sciences from the Katholieke Universiteit Leuven (K.U.Leuven), Leuven, Belgium, in 1992 and 1997, respectively. His Ph.D. thesis concerned signal processing based on multilinear algebra. From 2000 to 2007 he was with the Centre National de la Recherche Scientifique (C.N.R.S.), Cergy-Pontoise, France. He is currently with the K.U.Leuven. He is Associate Editor of the SIAM Journal on Matrix Analysis and Applications. His research interests include linear and multilinear algebra, statistical signal and array processing, higher order statistics, independent component analysis, identification, blind identification, and equalization.

Alexandre de Baynast (M’04) received the diploma degree in electrical and computer engineering from ESME Sudria, Paris, France, in 1998, and the M.S. and Ph.D. degrees in electrical engineering from the University of Cergy-Pontoise, France, in 1999 and 2002, respectively.

From 2002 to 2006, he was a Postdoctoral Fellow with the Department of Electrical and Computer Engineering, Rice University, Houston, TX. In fall 2006, he joined the Department of Wireless Networks, RWTH Aachen University, Germany, as an Assistant Researcher. His research interests span the broad area of wireless communication and networking with special emphasis on signal processing for communication and architecture design for coding theory applications.