Performance Evaluation of Machine Learning based Signal Classification using Statistical and Multiscale Entropy Features
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Abstract—In this paper we study the performance of machine learning based signal classification approaches in realistic wireless environments. We focus in particular on impact of interference from modulated signals and influence of realistic wireless channel conditions on classification performance. For this we use both numerical simulations as well as software defined radio based implementations. We also propose to use additional time series statistics originating from complex systems research as features for the classifier, in addition to classical second and higher order statistics previously employed. Our results show that the extended feature set results in robust classification performance in wide variety of channel conditions, and also when significant modulated interference is present in addition to Gaussian noise.

I. INTRODUCTION

The radio environment where a typical wireless network operates in is becoming more and more complex. This is due to two major trends, first being the introduction of new radio access technologies, and the second being the ongoing densification of network infrastructures in order to meet exponentially increasing capacity demands. Spectrum sharing and coexistence issues both in co-channel and adjacent channel deployments are thus becoming more and more important for radio resource management in order to avoid excessive interference between wireless networks. Cognitive wireless networking principles have become an increasingly studied approach for solving such complex interference management problems in an automated fashion, in particular without introducing explicit signaling protocols for each combination of interacting wireless technologies [1]–[3]. However, using such cognitive approaches requires accurate estimation of the state of the radio environment, in particular forming an understanding of which kinds of wireless technologies are deployed and are causing interference with the managed network. Recognition of wireless transmitters is straightforward if coherent detection approaches can be used. Unfortunately this requires separate detection routines or even physical circuitry for each potential technology to be recognized, severely limiting the architectural scalabilty of such a system.

In this paper we study the use of machine learning techniques for signal classification based only on sampling of the power of the signal over time. Such approaches are extremely attractive as they can be implemented on software for almost any radio, and do not require specialized signal processing routines or circuitry to function. Promising earlier results were achieved in [4] where classical higher order time series statistics of the power samples were used together with support vector machines (SVMs) as machine learning tool for signal classification. Based on these results several authors extended this work towards different modulation types as well as exploring alternative machine learning approaches and implementation architectures [5]–[8]. Common themes in this prior work are the exclusive of numerical simulations only especially in terms of the radio channel, and sole reliance on classical time series statistics as source of features. Also the focus of this earlier work has usually been on signal classification that is only contaminated by multipath effects and noise.

In this paper we extend the scope of machine-learning based signal classification to remove all of these limitations. We employ software defined radio boards to experiment with actual channels, as opposed to relying solely on simulations. We also study in detail the influence of weak interfering modulated signals contaminating the signal to be classified, as opposed to assuming a Gaussian noise environment only. Finally, we extend the used feature set to include modern complexity metrics as well. These provide information on the non-linear time dynamics of the signal that is not captured by the classical time series statistics. We show that combining different feature types and using SVMs as the machine learning approach can provide robust and efficient signal classifiers that operate well in realistic environments, and also do not suffer significantly from pollution by modulated signals.

The rest of this paper is structured as follows. In Section II we provide a brief introduction to signal classification using support vector machines, as well as discuss the selection of features used for the classifier. In Section III we describe the evaluation scenarios as well as the experiments conducted using software defined radio based implementation. We then present our results in Section IV before drawing our conclusions in Section V.
II. SVMs for Signal Classification and Feature Selection

Support vector machines are one of the most widely used machine learning techniques for solving classification problems [9]. They operate by finding an optimum separation of the feature space on which the problem is defined by hyperplanes into distinct regions, each region resulting in one particular classification decision. For example, in the signal classification case the dimensions of the feature space represent measurable characteristics of the finite signal samples based on which we seek to classify the samples into their respective modulation types. An SVM is trained using samples with known modulation, based on which the classification boundaries are optimized. Classical SVMs use linear decision boundaries only, but using the so-called kernel trick by mapping the data into a higher-dimensional base by means of suitably selected basis functions much more complex decision boundaries become possible [10].

A more formal description of SVMs can be given as follows. Our data consists of \( n \) pairs \((x_i, M_i)\), where \( x_i \) is a feature vector, and \( M_i \) is the modulation type used for the signal from which \( x_i \) is extracted. In practical applications \( x_i \) will include modulation-specific components which form the basis of the classification, but these are to varying extent contaminated by noise, interfering signals, and various propagation effects including multipath fading. In the binary classification case with \( M_i \in \{-1, 1\} \) the optimum linear decision boundary is then found by minimizing for \( w \) subject to the constraints

\[
M_i (w \cdot x_i - b) \geq 1, \quad \forall i = 1, \ldots, n \tag{1}
\]

based on our data. Once \( w \) is found, future samples can be classified by the rule \( x \mapsto \text{sign}(w \cdot x - b) \). For obtaining non-linear classification boundaries as discussed above, only change needed is to replace the dot products by a (non-linear) kernel function \( K(x_i, x_j) \).

We shall now introduce the different features used in the following for signal classification with SVMs. Our baseline will be formed classical higher order statistical (HOS) features used for much of the earlier work in the literature [4]–[8]. In particular, we shall use the standard deviations of the real and imaginary parts of the complex envelope of the signal treated as separate time series. For the latter, we focus on the cumulants of second, third and fourth order for these time series, as well as the different cross-cumulants of up to fourth order (see, for example, [11] for definitions). Cumulants are very powerful features for signal classification since they are by definition additive, and the higher order cumulants vanish for Gaussian processes, in particular receiver noise. Therefore especially the third and fourth order cumulants and cross-cumulants can be used as non-linear characterizations of the signals to be classified.

In addition to classical statistical features, we shall study the performance of multiscale sample entropy (MSE) for signal classification. The idea behind MSE is to estimate the entropy rates of the signal in different timescales, characterizing how predictable the future values of the signal are given a sequence of measured samples. The MSE statistics are based on the concept of the approximate entropy by Pincus [12], defined as follows. Let \( u(t) \) denote the time series we seek to characterize (in our case samples of the real and imaginary parts of the signal envelope). For a positive constant \( m \in \mathbb{N} \) we define the vectors \( x(t) \equiv (u(t), \ldots, u(t+m-1)) \) each consisting of \( m \) consecutive values from our original time series. For any two of these vectors we define then a distance \( d(x(s), x(t)) \), in the following taken to be the \( L_0 \) norm of the difference of these vectors. Based on these quantities we then define the empirical probabilities

\[
C_s^m(r) \equiv \frac{1}{N-m+1} \# \{ t \mid d(x(s), x(t)) \leq r \}, \tag{2}
\]

where \( N \) is the number of available samples, and \( r \geq 0 \) specifies the tolerance of similarity. From these we can form the respective information contents by

\[
\Phi^m(r) \equiv \frac{1}{N-m+1} \sum_{s=1}^{N-m+1} \ln C_s^m(r), \tag{3}
\]

leading to the definition of approximate entropy as the entropy rate

\[
\text{ApEn}(m, r) \equiv \lim_{N \rightarrow \infty} (\Phi^m(r) - \Phi^{m+1}(r)). \tag{4}
\]

In practice the associated statistics

\[
\text{ApEn}(m, r, N) \equiv \Phi^m(r) - \Phi^{m+1}(r) \tag{5}
\]

are used instead as the amount of data available is always finite. Note that approximate entropy \( \text{ApEn}(m, r) \) measures the mean information content of the conditional probability for two subsequences of \( u(t) \) that are similar at \( m \) points continue to be similar for \( m+1 \) points. Richman and Moorman showed in [13] that ApEn is a biased estimator of the entropy rate for small data quantities, and have proposed an alternative, called the sample entropy, and typically denoted SampEn\((m, r, N)\). We shall use this bias-corrected estimator in the following.

Varying \( m \) in the above definitions allows characterization of entropy rates at different time scales. Unfortunately large values of \( m \) result in exponentially increasing amount of data being needed for reliable entropy estimates to be formed. Much more statistically stable alternative is the multiscale entropy analysis of Costa et al. [14], [15]. This is based on the study of the coarse-grained process \( u^{(\tau)}(t) \) defined by

\[
u^{(\tau)}(t) \equiv \frac{1}{\tau} \sum_{i=(\tau t)+1}^{\tau t} u(i). \tag{6}
\]

Computing the sample entropy for \( u^{(\tau)}(t) \) with different values of the scale factor \( \tau \) will be called the multiscale sample entropy (MSE) family of statistics in the following.
For evaluating the impact of feature selection on classification performance, we have conducted both extensive simulations as well as run emulation experiments using a channel emulator and SDR boards for feature extraction. The set of signals used was chosen to be the same as in [4]. In particular, six digital and two analog modulation schemes were used in the simulations, namely BPSK, QPSK, GMSK, 16QAM, 64QAM, AM, and FM. All of these were known by the classifier in the experiments. Further, 8PSK was used as an additional digital modulation scheme for an unknown signal in selected experiments. Different parameters for the generated signals were chosen to match various present-day technologies such as GSM, WCDMA, LTE, Bluetooth and Wi-Fi. Signal powers were selected to result in SINRs ranging from -5 dB to 30 dB. Depending on the experiments, line-of-sight and Rayleigh channel models were employed in the simulations, together with superimposed AWGN and 1/f noises.

For the channel emulator experiments the feature extraction was implemented using a WARP software defined radio board [16], with signals generated using Agilent E4438C vector signal generator. The parameters of the generated signals were carefully chosen to match the simulations. EB Propsim C8 [17] was used as the channel emulator, configured to use COST 259 and 3GPP TR 25.943 UMTS evaluation models. These allow the emulation of a wide variety of environments, such as different urban, rural and hilly terrain settings. Additionally, the relative speeds of the transmitter and receiver can be emulated, allowing the study of the effects of mobility on classification performance. In addition to the use of the channel emulator, more limited validation experiments were conducted with over-the-air transmissions over the 2.4 GHz ISM band. For these the signal generator was again used to generate signals with desired modulation types, but this time feeding those signals into an arbitrary waveform generator to upconvert them to 2433 MHz central frequency after which they were fed into an antenna. The WARP SDR board connected to a receiving antenna was then placed a short distance apart in a typical office building, and the received samples were recorded using a modified WARPLab reference implementation. These samples were then subsequently downloaded to a computer, where the same SVM codebase was used for classification as for the simulated experiments.

IV. RESULTS

We begin by presenting results from the simulation studies. Figure 1 illustrates the results from the MSE analysis for the different modulation types and scale factors in a scenario with SNR of 0 dB using the signal amplitude only. We see that the MSE curves for different modulation types are fairly distinct despite the low values of SNR, indicating that the use of entropy based features should result in good classification performance. In order to keep the number of considered features low, MSE values at 3–4 different scale factor values were used in the following results depending on the scenario.

There values covered the ends of the shown MSE curves, as well as 1–2 values from the middle. Figure 2 shows the resulting classification performance for different feature combinations, also assuming and SNR of 0 dB. We see that using phase information alone is largely uninformative, while magnitude only as well as magnitude and phase based MSE analysis results in good classification performance, with the exception of confounding between the 16QAM and 64QAM.

Since the two QAM-modulations are not well classified by MSE features alone, we shall now explore the performance of SVM classifiers using both MSE and classical HOS features. Figure 3 shows the classification results for MSE-only, HOS-only and combined classifiers. We see that the combination of...
the two clearly has the best performance by a large margin across all SNR values.

All of the previous results were obtained assuming AWGN contamination only. Figure 4 shows the comparison of classification results for the AWGN case against $1/f$ noise. The latter clearly results in reduced performance in low SNR conditions, even when combined features are used. This underlines the importance of considering different noise types when evaluating the performance of signal classification solutions for low SINR conditions.

We shall now move on to the case in which the signal of interest is not only suffering contamination by noise, but also interference. This is particularly common in DSA and CR based application scenarios due to the coexistence of several signal sources on a given frequency band. Figures 5, 6 and 7 illustrate the resulting classification performance as a function...
of the CIR and SNR values of the scenario for different example combinations between the modulation types of the signal of interest and the interferer. In the first two figures both of these have same modulation type, whereas in the third case the modulation types differ. From the results we see that the most challenging case for the SVM classifier arises when modulation types are the same, in which case 10–20 dB CIR is needed for accurate classification. The classification performance remains good also in the presence of very strong noise. For mixed modulation types accurate classification can on the other hand already be achieved with 5–10 dB CIR.

Let us now move from simulation results to the WARP implementation and channel emulation experiments. Figure 8 shows the classification results for the over the air validation experiments for both MSE and HOS based SVMs. The results show that first of all the implementation in the actual testbed works well, with MSE based classification achieving practically perfect results, with HOS based classifier also performing well. Following these first tests we commenced an extensive performance evaluation of the different classifiers using the PropSim channel emulator. Figure 9 illustrates the impact of the vehicular mobility on the classification results for different feature selections. Again the hybrid features combining both MSE and HOS components perform the best, with MSE-only feature set outperforming the HOS-only feature set. Finally, Figure 10 shows the aggregate classification results for different feature combinations and channel models obtained using the channel emulator. The relative performance of MSE and HOS based classifiers clearly depends on the scenario, but the hybrid classifier in general performs very well. The only exception is the case of urban channel model with slow mobility, in which case the HOS classifier has clear edge in performance.

V. CONCLUSIONS

In this paper we studied the performance of support vector machine based signal classification in realistic wireless environments. Our focus was in particular on impact of interference from modulated signals and influence of realistic wireless channel conditions on classification performance. We also proposed additional time series statistics originating from complex systems research to be used as features for the classifier, complementing the classical second and higher order statistics previously employed in the literature. Our results based on both extensive numerical simulations as well as experiments using software defined radio boards and state of the art channel emulator show that the extended feature set results in robust classification performance in wide variety of channel conditions, and also when significant modulated interference is present in addition to Gaussian noise.
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Fig. 8. Validation results for the classifier and testbed implementation using over the air transmission with WARP boards.

(a) Using MSE.

(b) Using HOS.

Fig. 9. Classification performance in the vehicular mobility related channel model for different feature choices.

(a) For MSE features.

(b) For HOS features.

(c) For hybrid features.

Fig. 10. Impact of channel and feature selection on classification performance in the channel emulation experiments.


